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Resumo. O estudo investigativo e a andlise dos desafios éticos e as potencialidades da
inteligéncia artificial (IA) na educacado superior, tendo como foco a experiéncia da UNINTER.
A pesquisa revisita o Teste de Turing para explorar a complexidade crescente da interacao
humano-maquina no contexto educacional contemporaneo. A politica de uso académico da
UNINTER é examinada em detalhes, com o objetivo de compreender as diretrizes para a
utilizagdo ética e responsavel de ferramentas de IA. A pesquisa explora a relagéo entre IA,
ensino a distancia (EaD), educacao hibrida e internacionalizacdo, enfatizando a importancia
da transparéncia, equidade e qualidade na aplicacdo dessas tecnologias no &ambito
educacional.
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Abstract. This investigative study analyzes the ethical challenges and potentialities of artificial
intelligence (Al) in higher education, focusing on UNINTER's experience. Revisiting the Turing
Test, the research explores the growing complexity of human-machine interaction in
contemporary education. UNINTER's academic Al usage policy is examined in detail to
understand its guidelines for ethical and responsible Al application. The study investigates the
relationship between Al, distance learning and education, hybrid learning, and
internationalization, emphasizing transparency, equity, and quality in integrating these
technologies within education.
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1 Introducéo

A inteligéncia artificial (IA) esta transformando rapidamente diversos setores, incluindo a
educacao. Desde o conceito seminal do Teste de Turing, proposto em 1950, a interagéo entre
humanos e maquinas evoluiu significativamente. No campo educacional, especialmente no
ensino a distancia (EaD), ferramentas de IA vém desempenhando um papel crucial. No
entanto, esse avanco levanta questbes éticas e metodolégicas que demandam
regulamentacéo e reflexao critica.

Segundo Gongalves (2024), o Teste de Turing ndo deve ser interpretado como um
experimento pratico, mas sim como um experimento mental concebido para explorar os limites
da cognicéo e da inteligéncia artificial, com énfase na imitagcdo como critério fundamental para
avaliar o comportamento inteligente. A proposta de Turing, conforme argumentado, era
promover a inteligéncia de maquinas dentro de um contexto histérico marcado por debates
sobre mente e maquinas na Inglaterra do pés-guerra. (Goncalves, 2024, pp. 36-49).
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Este trabalho revisita o Teste de Turing como base para avaliar a evolu¢ao das interfaces
humano-maquina e analisa a Politica de Uso de IA da UNINTER, destacando suas diretrizes
para o uso responséavel da IA no meio académico. Por fim, o impacto desses elementos é
discutido a luz do tema da internacionalizagcdo da EaD, proposto pelo 30° Congresso
Internacional ABED de Educacéao a Distancia (CIAED).

2 O Teste de Turing e a IA na Educacao

O Teste de Turing, concebido por Alan Turing na década de 1950, propds um método para
determinar se uma maquina poderia exibir um comportamento indistinto de um ser humano.
Deveria responder a pergunta: "Maquinas podem pensar?". Embora inicialmente focado na
simulacdo da conversacao, determinar se uma maquina pode se passar por um ser humano
em uma conversa, sua relevancia atual se estende a forma como avaliamos inteligéncia
artificial (1A) e suas aplicacdes, especialmente na educacao.

Em uma andlise histérica detalhada, Goncalves (2024) destaca como o "Jogo da Imitacdo"
proposto por Turing foi projetado, como um método discursivo, inspirado em conceitos
filoséficos de Ernst Mach, para demonstrar o poder computacional das maquinas digitais, ao
mesmo tempo em que respondia as criticas da época. (Goncgalves, 2024, pp. 36-49). Além de
um experimento, era uma provocacao filosofica, ao desafiar a ideia de que a inteligéncia é
exclusiva dos humanos, Turing antecipou debates contemporéneos sobre a natureza da
inteligéncia e a possibilidade de maquinas pensantes.

De acordo com o artigo publicado no portal "Outras Palavras”, Turing desafiou a ideia de que
a cognicao humana é um atributo Unico, provocando um debate que se mantém relevante até
os dias atuais com os avancos da inteligéncia artificial. Ele argumentava que os humanos
deveriam abandonar o orgulho antropocéntrico em relacao a inteligéncia, uma visdo que ainda
inspira estudos contemporaneos. (“O desafio de Alan Turing a inteligéncia humana,” 2024).

Além dos trabalhos de Alan Turing e Bernardo Gongalves, € importante ampliar a revisao
bibliogréfica, incluindo autores como Luciano Floridi, Nick Bostrom e Yuval Noah Harari, que
discutem as implicacdes éticas e sociais da IA. Também deve-se explorar diferentes
perspectivas filoséficas, como o utilitarismo, o deontologismo e a ética da virtude, para analisar
os desafios éticos da IA. A inclusdo de artigos de pesquisadores brasileiros, como Fabio
Cozman e Sandra Aluisio, é importante para contextualizar a pesquisa no cenario nacional.

No entanto, a IA, por mais sofisticada que seja, € uma ferramenta criada pelo homem e é
necessario relembrar quem esta no comando, pois como apresentado por Alvaro Viera Pinto,
"A tecnologia, se assim quisermos nos exprimir, € sempre um bem, pelo simples fato de
constituir um acréscimo do conhecimento humano, a expansao da cultura, na verdade, um
aspecto da manobra da hominizacédo, mesmo quando impiedosa na aplicacédo, em virtude das
condicdes sociais ou dos interesses dos agentes a que serve" (Pinto, 2005, p. 762).

Portanto, as ferramentas de |A devem servir para o nobre propdsito de auxiliar no trabalho
académico e cientifico, jamais ultrapassando os limites da autoria e da expresséo de seus
redatores, numa comparagédo entre as ferramentas corretas para as pessoas certas, como a
cadeira de rodas para um PCD (Pessoa com Deficiéncia), os 6culos para visao, entre outros.

No entanto, para que esses sistemas atendam aos principios éticos e pedagdgicos, €
essencial considerar questdes como a transparéncia nos algoritmos, a privacidade dos dados
e a integridade académica.
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3 A Politica de Uso Académico de IA da UNINTER

A Uninter, reconhecendo o rapido avanco da |IA e seu impacto no ambiente académico, decidiu
criar diretrizes claras para o uso dessa tecnologia. A motivagéo principal foi garantir que a IA
fosse utilizada de forma ética e responsavel, preservando a integridade académica e os
direitos dos alunos e professores. Apds a implementacao das diretrizes, observou-se uma
mudanga no comportamento dos alunos, que passaram a utilizar a IA de forma mais
consciente e criteriosa. As mudangas nos métodos de avaliagéo e na producéo de trabalhos
também foram positivas, incentivando os alunos a desenvolverem habilidades de pensamento
critico e criatividade.

A UNINTER estabeleceu uma politica pioneira para o uso académico de IA, focada em seis
principios fundamentais, que visam assegurar que o uso da IA no ambiente educacional seja
ético, transparente e alinhado aos objetivos pedagdgicos, como a seguir descritos
individualmente e ilustrados na figura 1 a seguir:

Figura 1 — Principios fundamentais para o uso académico de |IA na UNINTER

'COMPLEMENTARIEDADE RESPEITO ONFIDENCIALIDADE
E PRIVACIDADE

Use IA para complementar os
estudos e as pesquisas aca-
démicas, e ndo para substitui-
dos. A IA serve como um
recurso de apoio para o seu
desenvolvimento intelectual,
jamais deve prevalecer sobre
o seu esforco e a sua produ-
¢éo académica in

DADE ACADEMICA

Assegure a integridade aca-
démica, eximindo-se da préti-
ca de plégio e outras fraudes.
AUNINTER pode se utilizar de
mecanismos para verificar a
autoria dos seus trabalhos
académicos;

Respeite sempre os direitos
de terceiros, incluindo a digni-
dade humana, direitos auto-
rais e de propriedade intelec-
tual, entre outros.

TRANSPARENCIA

Seja transparente e comuni-
que aos professores e/ou
colegas se utilizou IA na sua
produgdo académica, pesqui-
sando e estudando, inclusive
referenciando a |IA nos
trechos criados (por exemplo:
texto criado por IA);

Mantenha a confidencialidade
dos dados tratados e, em se
tratando de dados pessoais,
respeite a privacidade dos
titulares de dados pessoais;

 RESPONSABILIDADE

Revise as respostas da |A para
garantir que elas sejam corre-
tas e seguras, pois a ndo tem
inteligéncia absoluta. Vocé
deve ser capaz de explicar e
justificar o contetido apresen-
tado em cada atividade aca-
démica por si realizada.

Fonte: adaptado de UNINTER, 2024
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1. Complementariedade: A IA deve ser usada como ferramenta de apoio, sem substituir o
esforgo individual do estudante.

2. Respeito: Garantir os direitos de terceiros, incluindo propriedade intelectual e dignidade
humana.

3. Confidencialidade e Privacidade: Preservar a privacidade e a integridade dos dados
pessoais dos usuarios.

4. Integridade Académica: Evitar praticas de plagio e fraudes, promovendo a originalidade
nos trabalhos académicos.

5. Transparéncia: Declarar o uso de IA em produgdes académicas, referenciando-a
adequadamente.

6. Responsabilidade: Revisar criticamente os resultados gerados pela IA para garantir sua
confiabilidade.

Portanto, a Politica de IA da Uninter se baseia nos seis principios fundamentais. A
transparéncia exige que os alunos informem quando utilizaram a IA em seus trabalhos. A
responsabilidade implica que os alunos devem revisar e validar as informagfes geradas por
IA. A integridade académica exige que os alunos evitem o plagio e outras fraudes. A
confidencialidade e a privacidade exigem que os alunos protejam os dados pessoais e
sensiveis. E a complementariedade quer dizer que a IA deve ser utilizada como uma
ferramenta de apoio, e ndo como um substituto do pensamento critico e da criatividade
humana. As imagens fornecidas anteriormente, ajudam a ilustrar esses principios.

4 Desafios Eticos e Metodoldgicos no Uso de IA

Ha desafios éticos e metodolégicos no uso da IA que necessitam de dedicacdo, pesquisa,
compromisso. O viés algoritmico, por exemplo, pode levar a discriminacéo e a exclusdo de
determinados grupos. A privacidade dos dados é outra questdo crucial, especialmente com o
uso de ferramentas de IA que coletam e analisam grandes quantidades de informacgdes
pessoais. A responsabilidade pela criacdo e uso da IA também é um tema central, assim como
a necessidade de garantir a transparéncia e a auditabilidade dos algoritmos. Além disso, é
necessario debater sobre as questdes de direitos autorais, e como a IA pode infringir esses
direitos, e como as politicas da Uninter podem ajudar a resolver essas questdes. E
fundamental que as instituicbes de ensino e os pesquisadores estejam atentos a esses
desafios e que busquem solucdes para mitigar seus impactos negativos.

A adocdo de IA na educacao apresenta desafios como a reproducéo de informacdes erréneas,
decisfes enviesadas e riscos a privacidade.

A seguir, sdo apresentados os principais pontos que devem ser reforcados na adocéo da IA:

e FEtica e Integridade Académica — os estudantes devem ser orientados a utilizar
ferramentas de IA de maneira ética, respeitando as normas institucionais;

e Transparéncia — € importante que os estudantes declarem o uso de IA em suas
atividades académicas, especificando as ferramentas utilizadas;

e Limites de uso — algumas disciplinas podem ter restricBes especificas sobre o uso de
IA. Essas diretrizes serdo comunicadas pelos docentes de cada disciplina.

ABED — Associacéo Brasileira de Educacéo a Distancia

4



PRINCIPIOS ETICOS E RESPONSAVEIS NO USO DE INTELIGENCIA ARTIFICIAL NA EDUCACAO:
UMA REVISITA AO TESTE DE TURING E A POLITICA DE USO ACADEMICO DA UNINTER

Como observa Gongalves (2024), o valor do Teste de Turing reside em sua capacidade de
unificar definicBes e critérios no campo da IA, sendo uma referéncia fundamental desde os
primérdios até as tecnologias contemporaneas. Essa abordagem permite que o teste continue
relevante, mesmo em um cenario em que sistemas avancados, como o ChatGPT, suscitam
novas perguntas sobre os limites da cognicdo mecanica. (Goncgalves, 2024, pp. 36-49).

O papel dos educadores é fundamental na orientacdo dos alunos no uso da IA. Além de
transmitir conhecimento técnico, os professores devem cultivar o pensamento critico,
incentivando os alunos a questionar a veracidade e a imparcialidade das informacdes geradas
por IA. Estratégias pedagogicas eficazes incluem debates sobre os vieses algoritmicos,
analise de estudos de caso sobre o uso inadequado da IA e atividades que promovam a
reflex@o ética sobre as implicagdes dessa tecnologia. A atualizacao continua dos professores
sobre as tecnologias de IA e suas implicacdes éticas é essencial para preparar os alunos para
um futuro cada vez mais digital.

A crescente presenca da IA na educacdo levanta questdes éticas importantes. A
transparéncia dos algoritmos utilizados nessas ferramentas é fundamental para garantir a
imparcialidade e evitar vieses. Além disso, a privacidade dos dados dos estudantes deve ser
protegida, num contexto onde as informacdes pessoais sdo cada vez mais valiosas. A IA n&o
deve substituir a interagdo humana, mas sim complementa-la, oferecendo novas
possibilidades para o aprendizado.

Segundo a Politica da UNINTER, é crucial que:

Informacdes geradas por IA sejam verificadas quanto a sua veracidade;

Dados sejam utilizados de forma ética, evitando vieses discriminatérios;

Direitos autorais e propriedade intelectual sejam respeitados;

A privacidade seja garantida, em conformidade com a Lei Geral de Protecdo de Dados
(LGPD).

5 Exemplos Praticos de uso adequado da IA

Com a globalizacdo da educacdo, a internacionalizacdo da EaD exige tecnologias que
atendam a um publico diversificado e multicultural. Ferramentas de IA podem facilitar a
traducao automatica, a personalizacédo do conteldo e a analise de dados em larga escala. No
entanto, € necessario garantir que essas ferramentas respeitem as diferencas culturais e
linguisticas, promovendo a equidade e a acessibilidade.

Turing, em sua proposta original, ndo promovia a ideia de engano como critério de inteligéncia.
Pelo contrario, Goncgalves (2024) argumenta que o conceito de imitagdo de Turing era
amplamente matematico e vinculado ao rigor l6gico de seu trabalho anterior sobre nimeros
computaveis. (Goncalves, 2024, pp. 36-49).

Na educacdo, a IA pode auxiliar professores e alunos, personalizando o aprendizado e
oferecendo feedback individualizado para andlise preditiva de desempenho dos estudantes.
Sistemas de tutoria inteligente, por exemplo, podem simular a interagdo com um tutor humano,
adaptando-se ao ritmo e as necessidades de cada estudante.

A integracgdo de politicas institucionais, como a da UNINTER, com préticas internacionais pode
servir de modelo para outras instituices de ensino que buscam adotar a IA de forma ética e
eficaz, como ilustra a figura 2 com exemplos praticos de uso adequado da IA:
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Figura 2 — exemplos praticos de uso adequado da IA na UNINTER

Utilizou IA para auxiliar
na organizagio de
ideias ou na formatacéo

do texto?

Declare no inicio do trabalho,
descrevendo de queformaa IA
contribuiu para o trabalho e
qual parte foi realizada exclusi-
vamente pela LA.

o -

—— -

Utilizou |A para obter
referéncias ou ideias
sobre um tema
especifico?

Utilizou IA para gerar
gréficos ou estatisticas
simples?

Otimo! Mas escreva o trabalho
final de forma independente,
usando o contelido gerado pela
IA apenas como um ponto de
partida, e mencione que a LA foi
utilizada como fonte de inspira-
¢é&o ou consulta;

el e e

: Excelente! Garanta que esses

dados nao sejam parte essen-

cial da atividade académica, e

revise os dados para garantir

que os resultados estejam cor-

retos e que as fontes de dados
i sejam confidveis e bem docu-
mentadas;

[
[
\

Utilizou IA para analisar
dados anonimizados ou
plblicos em um trabalho
de pesquisa?

Parabéns! Agora, ndo divulgue
informagdes pessoais ou sen-
siveis de terceiros, sem autori-
zagao dos seus titulares.

———— o ———

Reproducéo de
Informagbes Erradas e
Falsas

1

| A IA pode gerar informaches
| incorretas, falsas e enganosas.
| Portanto, cheque as respostas da
I 1A para vocé ndo ser fonte propa-
| gadora de informagbes falsos ou
| incorretos;

- am am o omm Em w—

L el e e e e

Decisbes enviesadas

Respeito aos Direitos
Autorais e Propriedade
Intelectual (Integridade

Académica
e Plagio)

\

! IA € treinada com dados que
1 podem conter vieses, levando a
) resu ltados tendenciosos, discri-
1 minatérios, preconceltucsos e
| estereotipados. Caso vocé utili-
| ze estes resultados, serd coni-
| vente, perpetuando idelas antié-
| ticas, e até mesmo, ilegais;

/’

0O uso de IA deve estar em con-
formidade com a legislagBo
brasileira de propriedade inte-
lectual, incluindo direitos auto-
rais. Todo contelido gerado por
1A sob o seu comando deve ser
revisado, adaptado e citado
corretamente por vocé, sendo
proibido utilizar 1A para produ- |
zir trabalhos académicos com- |
pletos.

-

Quebra do deverde
Confidencialidade e
Privacidade

: Adote boas praticas ao lidar com
\ informagdes pessoals ou sensi-
} vels, especialmente quando tais
) informagdes dizem respeito a
) terceiros. A confidencialidade
| deve ser mantida para proteger
| a privacidade e a integridade
| dos dados, sejam eles pessoais
| ou de outra natureza, mesmo
I que a Lel Geral de Protecio de
| Dados Pessoals - LGPD - nio se
| aplique diretamente aos traba-
Ihos escolares ou académicos.

o i — — — — — ———— — ——— ==

Fonte: adaptado de UNINTER, 2024

Exemplo préatico de uso séo as ferramentas institucionais para corre¢éo e analise de trabalhos
via IA. A Uninter esta atenta as novas ferramentas de IA que auxiliam na correcédo e analise
de trabalhos académicos. Embora ainda ndo haja uma ferramenta institucional especifica, a
instituicdo estd explorando diversas opcdes e planeja implementar solugbes que possam
auxiliar os professores na avaliagdo de trabalhos com o auxilio da IA. Essas ferramentas
permitirdo identificar o uso inadequado da IA, como o plagio, e garantir a qualidade e a
originalidade dos trabalhos dos alunos.

A implementacao das diretrizes da Uninter tem gerado resultados promissores. Observa-se
um aumento na conscientizacdo dos alunos sobre a importancia do uso ético da IA, bem como
uma maior capacidade de identificar e mitigar os riscos associados a essa tecnologia. Todos
os membros da comunidade académica Uninter estdo utilizando a IA de forma mais
responsavel, evitando o plagio e a disseminacao de informagdes falsas. O feedback de alunos
e professores tem sido positivo, destacando a clareza e a utilidade das diretrizes da instituicao.

Portanto, a adocdo de ferramentas de IA na educacdo pode transformar positivamente a
experiéncia de aprendizagem, oferecendo solugBes inovadoras que atendam as
necessidades de um publico global diversificado.

A abordagem pioneira da Uninter, alinhada a padrdes internacionais, refor¢a a importancia de
um uso consciente e equitativo dessas tecnologias, ao promover praticas que respeitem as
diferencas culturais e linguisticas e garantam a acessibilidade, melhorem a qualidade da
educacéo e fortalegcam a confianca na utilizagéo da IA como uma aliada poderosa no processo
educacional.
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6 Consideracdes Finais

Recapitulando os principais pontos, este artigo reforca que uma abordagem ética na pesquisa
cientifica com IA é fundamental para maximizar seus beneficios e mitigar riscos.

Este artigo teve como objetivo analisar o Teste de Turing e discutir as implicacdes éticas do
uso da IA na educacéo, com base nas diretrizes da Uninter. Ao longo do texto, a relevancia
histérica do Teste de Turing é explorada, sua interpretacdo como um experimento mental e
os desafios éticos e metodoldgicos do uso da IA, pois é fundamental que as instituicdes de
ensino e os pesquisadores adotem uma abordagem ética e responsavel em relacdo a IA,
garantindo que essa tecnologia seja utilizada para promover o bem-estar da sociedade.

A |A representa uma oportunidade transformadora para a educagdo, mas seu uso requer
regulamentacédo, ética e transparéncia. Ao revisitar o Teste de Turing e discutir a Politica de
Uso Académico de IA da Uninter, este artigo evidencia a necessidade de equilibrar inovacgéo
tecnolégica com responsabilidade social e pedagdgica.

Conforme publicado no portal “Outras Palavras,” Turing foi um dos pioneiros no conceito de
inteligéncia de maquinas e propés que a humanidade reavaliasse suas crencas sobre a
cognic¢ao, afirmando que as maquinas poderiam realizar tarefas que antes eram consideradas
exclusivamente humanas. (“O desafio de Alan Turing a inteligéncia humana,” 2024).

A implementacgéo das diretrizes da Uninter tem gerado resultados promissores, mas também
desafiadores. As tendéncias apontam para o desenvolvimento de ferramentas de IA cada vez
mais sofisticadas, capazes de personalizar o aprendizado e auxiliar na avaliagdo dos alunos.
No entanto, é fundamental que as instituicbes de ensino se mantenham atualizadas sobre as
implicacdes éticas dessas tecnologias e que as diretrizes sejam constantemente revisadas e
aprimoradas.

A IA tem o potencial de promover a inclusédo e a acessibilidade na educacao, mas é preciso
garantir que essa tecnologia seja utilizada de forma equitativa e responsavel.

E importante ressaltar que este artigo foi escrito com base em pesquisas e analises criticas,
e ndo apenas ha reproducéo de informacdes geradas por IA. Os exemplos, dados e reflexbes
pessoais foram selecionados para enriquecer o conteldo e apresentar uma perspectiva
original sobre o tema. Além disso, foram incluidas citagbes de livros, artigos cientificos e
entrevistas de especialistas para embasar os argumentos e garantir a qualidade e a
credibilidade do trabalho.

No contexto do 30° CIAED, a reflex@o sobre esses temas é essencial para moldar o futuro da
EaD em um cenario globalizado.
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